
	Generative AI 
Prerequisites:     Python basics



	                                                                  Topics

Understanding of a model and neural networks 
What is a model?

Understanding about training a model and doing prediction using Linear regression problem
Understanding about logistic regression and activation functions
Understand about What is a Neuron and how it works.

Understanding about gradient descent basics and back propagation

Understanding about an artificial neural network
AI vs ML vs Deep Learning vs GEN AI
Understanding about Generative AI and ChatGPT 
What is Generative AI?
What are LLMs

Introduction to OpenAI and ChatGpt

Using ChatGPT for various tasks using manual prompting

What kind of applications can be developed using these LLMs

Prompt Engineering 
Prompting guidelines

Prompt components
Dividing into sub tasks

Iterative refinement framework

Zero, one and few shot promting

Chain of thought prompting

Prompt chaining

ReAct Promting

Self consistency

Reflection

Tree of thought

Self feedback

Self critique

Using Lang chain  
How a typical AI enabled app works?

Why Langchain?

Using Langchain for first time

Understanding and creating a first chain

Understanding Runnables in detail

Chaining 2 chains

Chat vs Completion style models

Implementing a chat chain

Understanding the use of memory and different types of memory

Using Lang smith for tracing

Using Chainlit  and gradio to develop a chatbot

Understanding embeddings, Vector store and RAG 
Understanding the embedding flow

Using Chroma DB as vector store

Building a retriever chain

Visualizing embeddings

Using Pinecone as Vector store

Understanding tools and agents 
Understanding how to configure tools

Understanding ChatGPT functions

Defining a tool to interact with Database

Defining a tool to search the web

Understanding how agent works

Using an agent and agent executor

Memory and agent scratch pad

Recovering from errors in tools

Understanding and implementing callbacks

Langserve
Understanding about Langserve

Deploying using Langserve

Langgraph 
Why Langgraph?

Understanding Langgraph components

Building your first agent with lang graph

Building React Agent executor with Langgraph
Parallel processing in langgraph

Building Sql Agent using Langgraph

Implementing RAG with Langgraph

Llama index 
Understanding Llama Index

Building blocks of Llama index

Creating Indexes with Llama index

Querying with Llama index

Using Llama Index with Pinecone

Develop an app for Converting text to Sql using Llama index

Implementing RAG using LlamaIndex

Llama index agents

Using Router Query Engine

Query Pipelines

Crew AI 

Understanding about AI Agents

Creating your first agent using crew AI

Creating multi agentic application using Crew AI

Understanding agentic tools , memory and cooperation
Multi agent collaboration

Building a crew finally

Achieving fault tolerance

Asynch tasks

Hierarchical collaboration

AutoGen 

Why  Autogen?

Conversible Agent

Understanding Roles and Conversations

Human in the loop

Various code executors

Understanding tools

Creating ReAct agent using AutoGen

Implementing RAG using Autogen
Implementing sequential chat, group chat and nested chats

Open AI Assistant

Understanding Capabilities of OpenAi Assistant

Using tools and Function Calling 

RAG using single and multiple files.

(Optional) Understanding about transformers and Hugging Face  
Understanding about EMBEDDINGS, RNN, LSTM, ATTENTION , Transformers and Transfer Learning

Understanding various datasets

Understanding about various tokenizers

Understand about encoders and decoders

Understand about transformer architecture like BERT, GPT

Using various transformer models available in Hugging face for various tasks

Lab: Using Hugging Face Transformers library for various tasks
Using Github copilot



	


